Cloud Computing

Infrastructure as a Service



* https://www.youtube.com/watch?v=KyQeGfFIGsI

* Explaining Saas, PaaS and IaaS - YouTube



https://www.youtube.com/watch?v=KyQeGfFlGsI
https://www.youtube.com/watch?v=KyQeGfFlGsI

* Overview -
= Why do we need [aaS?
= How laaS meets cloud properties ?

* Enabling Techniques
= Virtualization Overview
* Terminology & Taxonomy



Development

Mobile
Device )

Web-based
Application

Control
Interface

Resource
Management

Dynamic
Provisioning

Resource
Management
Interface

hy do we need [aaS?

VERVIEW

System
Monitoring
Interface

General
Application

Fault
Tolerance

Load
Balancing

Platform Application

Infrastructure



 What are the problems in conventional case ? .
= Companies IT investment for peak capacity

Lack of agility for IT infrastructure

IT maintenance cost for every company

Usually suffered from hardware failure risk
= ..etc

* These IT complexities force company back !!



* How to solve these problem ?

= Let’s consider some kind of out-sourcing solution
* Somebody will handle on demand capacity for me
* Somebody will handle high available resource for me
* Somebody will handle hardware management for me
* Somebody will handle system performance for me
* Somebody will ...

* Frankly, that would be a great solution IF there were “somebody”.
= But who can be this “somebody”, and provide all these services ?



* Infrastructure as a Service will be the salvation.
= [aaS cloud provider takes care of all the IT infrastructure complexities.
= JaaS cloud provider provides all the infrastructure functionalities.
» [aaS cloud provider guarantees qualified infrastructure services.
= JaaS cloud provider charges clients according to their resource usage.

* But, what make all of these happen so magically ?
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* Assume that you are going to be an [aaS cloud provider.

* Then, what are the problems you are facing ?
e Clients will request different operating systems.
* Clients will request different storage sizes.
e Clients will request different network bandwidths.
e Clients will change their requests anytime.
e Clients will ...

= [sthere any good strategy ?
* Allocate a new physical machine for each incomer.
* Prepare a pool of pre-installed machines for different requests.
° or..



Virtualization

 What if we allocate a new physical machine for each
incomer ?
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* How about preparing a pool of pre-installed physical

machines for all kinds of request ? 9 ;

Somebody
might want...

Somebody
might want...

Windows + Office  Windows Server Linux + OpenOffice Linux Server



* Obviously, neither of previous strategies will work.
* We need more powerful techniques to deal with that.

* Virtualization techniques will help.
= For computation resources
e Virtual Machine technique

= For storage resources
e Virtual Storage technique

= For communication resources
e Virtual Network technique






* Asacloud provider, all of the fundamenta
characteristics stated in previous lectures should be
concerned and implemented.
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Scalability

Elasticity

* Dynamic provision
f ¢ Multi-tenant design

* What do scalability and elasticity mean in [aaS ?

= (Clients should be able to dynamically increase or decrease the
amount of infrastructure resources in need.

» Large amount of resources provisioning and deployment should be
done in a short period of time, such as several hours or days.

= System behavior should remain identical in small scale or large one.



Scalability

Elasticity

* Dynamic provision
¢ Multi-tenant design

* How to approach scalability and elasticity in [aaS ?

= For computation resources :
* Dynamically create or terminate virtual machines for clients on demand.

* Integrate hypervisors among all physical machines to collaboratively
control and manage all virtual machines.

= For storage resources .
e Dynamically allocate or de-allocate virtual storage space for clients.

* Integrate all physical storage resources in the entire 1aaS system.
e Offer initial storage resources by thin provisioning technique.

= For communication resources :
e Dynamically connect or disconnect the linking state of virtual networks for
clients on demand.
e Dynamically divide the network request flow to different physical routers
to maintain access bandwidth.
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Reliability
y * Fault tolerance
 System resilience
* System security

* What do availability and reliability mean in [aaS ?

= (Clients should be able to access computation resources without
considering the possibility of hardware failure.

= Data stored in IaaS cloud should be able to be retrieved when
needed without considering any natural disaster damage.

= Communication capability and capacity should be maintained
without considering any physical equipment shortage.
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 System resilience
* System security

* How to approach availability and reliability in [aaS ?

= For computation resources :
e Monitor each physical and virtual machine for any possible failure.

e Regularly backup virtual machine system state for disaster recovery.

e Migrate virtual machine among physical machines for potential failure
prevention.

= For storage resources :

* Maintain data pieces replication among different physical storage devices.

* Regularly backup virtual storage data to geographical remote locations for
disaster prevention.

= For communication resources :
e Built redundant connection system to improve robustness.
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 What do manageability and interoperability mean in [aa$ ?

= (Clients should be able to fully control the virtualized infrastructure
resources allocated to them.

= Virtualized resources can be allocated by means of system control
automation process with pre-configured policy.

= States of all virtualized resource should be fully under monitoring.

= Usage of infrastructure resources will be recorded and then billing
system will convert these information to user payment.
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* How to approach manageability and interoperability in IaaS ?

= For computation resources :
* Provide basic virtual machine operations, such as creation, termination,
suspension, resumption and system snapshot.

* Monitor and record CPU and memory loading for each virtual machine.

e .

= For storage resources .
* Monitor and record storage space usage and read/write data access from
user for each virtual storage resource.

* Automatic allocate/de-allocate physical storage according to space utilization.

= For communication resources :
e Monitor and record the network bandwidth consumption for each virtual
link.
e Automatically reroute the data path when computation and storage are
duplicated.
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« What do performance and optimization mean in [aaS ?
= Physical resources should be highly utilized among different clients.

= Physical resources should form a large resource pool which provide
high computing power through parallel processing.

= Virtual infrastructure resources will be dynamically configured to
an optimized deployment among physical resources.
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 How to approach performance and optimization in [aa$ ?

= For computation resources :
e Deploy virtual machine with load balancing consideration.
* Live migrate virtual machines among physical ones to balance the system
loading.
= For storage resources .
* Deploy virtual storage with hot spot access consideration.

e Live migrate virtual storage among physical ones with different
performance level.

»= For communication resources :

e Consider network bandwidth loading when deploying virtual machines
and storage.

e Dynamically migrate virtual machines or storage to balance network flow.
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Accessibility
Portability

* Uniform access
e Thin client

* What do accessibility and portability mean in [aaS ?

= (lients should be able to control, manage and access infrastructure
resources in an easy way, such as the web-browser, without
additional local software or hardware installation.

= Provided infrastructure resources should be able to be reallocated
or duplicated easily.
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Accessibility
Portability

i * Uniform access
e Thin client

* How to approach accessibility and portability in [aaS ?

= For computation resources :

* Cloud provider integrates virtual machine management and access
through web-based portal.

e Comply the virtual machine standard for portability.

= For storage resources :

e Cloud provider integrates virtual storage management and access through
web-based portal.

»= For communication resources :

* Cloud provider integrates virtual network management and access
through web-based portal.
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* Infrastructure as a Service (IaaS) delivers computer infrastructure
for cloud users, typically a platform virtualization environment as a
service.

* Virtualization is an enabling technique to provide an abstraction of
logical resources away from underlying physical resources.

Infrastructure




e Whatis virtualization ?

= Virtualization is the creation of a virtual (rather than physical)
version of something, such as an operating system, a server, a
storage device or network resources.

= It hides the physical characteristics of a resource from users,
instead showing another abstract resource.

* But, where does virtualization come from ?
= Virtualization is NOT a new idea of computer science.

= Virtualization concept comes from the component abstraction of
system design, and it has been adapted in many system level.

= Now, let’s take a look of our original system architecture !!



* System abstraction:

= Computer systems are built on
levels of abstraction.

= Higher level of abstraction
hide details at lower levels.

= Designers of each abstraction
level make use of the functions
supported from its lower level,
and provide another
abstraction to its higher one.

= Example
* files are an abstraction of a disk
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e Machine level abstraction :

= For OS developers, a machine
is defined by ISA (Instruction
Set Architecture).

» This is the major division
between hardware and
software.

= Examples:
* X86
* ARM
* MIPS
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Instruction set architecture (ISA)

* The hardware/software interface

* Instructions are encoded in binary
= Called machine code

MIPS instructions
= Encoded as 32-bit instruction words

= Small number of formats encoding operation code (opcode),
register numbers, ...

= Regularity!
* Register numbers
= $t0 - $t7 are reg’s 8 - 15
= $t8 - $t9 are reg’s 24 - 25
»= $s0 - $s7 are reg’s 16 - 23

Chapter 2 —
Instructions: Language
of the Computer — 29
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op rs rt rd

shamt

UNct

6 bits 5 bits 5 bits 5 bits

* Instruction fields

op: operation code (opcode)

rs: first source register number

rt: second source register number

rd: destination register number
shamt: shift amount (00000 for now)
funct: function code (extends opcode)

Chapter 2 —
Instructions: Language
of the Computer — 30

5 bits

6 bits
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op rs rt constant or address
6 bits 5 bits 5 bits 16 bits

* Immediate arithmetic and load/store instructions
" rs: source register number
» rt: destination register number
= Constant: 2P to +21° -1
* Address: offset added to base address inrs

* Design Principle 4: Good design demands good
compromises

* Different formats complicate decoding, but allow 32-bit
instructions uniformly

= Keep formats as similar as possible

Chapter 2 —
Instructions: Language
of the Computer — 31



op rs rt constant or address
6 bits 5 bits 5 bits 16 bits

« Lw $t0, 32($s3)

* 19(for $s3) is placed in rs
 8(for $t0) is placed in rt

* 32 is placed in the address field
* Op: 35 (ten) page 98, figure 2.5

Chapter 2 —
Instructions: Language
of the Computer — 32



e (S level abstraction:

= For compiler or library
developers, a machine is

defined by ABI (Application
Binary Interface).

= This defines the basic OS
interface which may be used
by libraries or user.

= Examples:
* User ISA
e OS system call
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* Library level abstraction :

= For application developers, a
machine is defined by API
(Application Programming
Interface).

= This abstraction provides the
well-rounded functionalities.

= Examples:
* User ISA
e Standard C library
e Graphical library
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* The concept of virtualization is everywhere !!

= In laa$, we focus the virtualization granularity at each phy51cal
hardware device.

* General virtualization implementation level :
= Virtualized instance

e Software virtualized hardware instance Virtualized N Virtuatized B Virtualized
m Virtualization ]ayer Instance Instance Instance

e Software virtualization implementation

Virtualization Layer

= Abstraction layer
e Various types of hardware access interface Abstraction Layer

= Physical hardware
e Various types of infrastructure resources

Physical Hardware

 Different physical resources :

= Server, Storage and Network
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* Whatis Virtual Machine (VM)?

= VM is a software implementation of a machine (i.e. a computer)
that executes programs like a real machine.

e Terminology :
= Host (Target)
e The primary environment where will be the target of virtualization.

= Guest (Source)
* The virtualized environment where will be the source of virtualization.



* Emulation technique

= Simulate an independent environment where guest ISA and
host ISA are different.

= Example
* Emulate x86 architecture on ARM platform.

* Virtualization technique

= Simulate an independent environment where guest ISA and
host ISA are the same.

= Example
* Virtualize x86 architecture to multiple instances.



* Process virtual machine

= Adds up layer over an operating system which is used to simulate
the programming environment for the execution of individual

process
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e System virtual machine

= Simulates the complete system hardware stack and supports the
execution of complete operating system

Applications

Guest
VMM Virtualizing
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_ System Virtual Machine Process Virtual Machine

Transmeta Crusoe Multi-processing system
( Emulate x86 on VLIW cpu )

Virtualization XEN, KVM, VMWare JVM, Microsoft CLI
( x86 virtualization software ) ( High level language virtualization )

Emulation

Techniques utilized in laa$



* What's Virtual Machine Monitor (VMM) ?

= VMM or Hypervisor is the software layer providing the virtualization.

* System architecture :

App ][ App ][ App

Operating System

Hardware [ Hardware ]

Traditional Stack Virtualized Stack



* Virtualization Types:: .

= Type 1 - Bare metal

* VMMs run directly on the host's hardware as a hardware control and
guest operating system monitor.

= Type 2 - Hosted

* VMMs are software applications running within a conventional operating
system.

43



* Virtualization Approaches:
= Full-Virtualization
* VMM simulates enough hardware to allow an unmodified guest OS.

= Para-Virtualization

* VMM does not necessarily simulate hardware, but instead offers a special
API that can only be used by the modified guest OS.

44
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* Para-“is an English affix of Greek origin that means
"beside,” "with," or "alongside.” Given the meaning
“alongside virtualization,” paravirtualization refers to
communication between the guest OS and the hypervisor
to improve performance and efficiency. Paravirtualization
involves modifying the OS kernel to replace
nonvirtualizable instructions with hypercalls that
communicate directly with the virtualization layer
hypervisor.

45



Full-Virtualization

Applications Applications Applications

Guest 0S Guest OS Guest 0S

(Same hardware (Same hardware (Same hardware
architecture architecture architecture VM
Supported) Supported) Supported) management
extensions

Virtual Machine Monitor

Hardware base physical machine

Cons Significant performance hit

46
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Para-Virtualization
Applications ; Applications . Applications

Modified Guest Modified Guest Modified Guest

(0 0sS 0S
(Same hardware (Same hardware (Same hardware
architecture architecturs architectwre VM

Supported) Supported) Supported) management

extensions

modified hardware layer same hardware architecture

Virtual Machine Monitor

Hardware base physical machine

Cons Require modification of guest OS

a7



Examples

Xen KVM

* Type 1 Virtualization * Type 2 Virtualization
* Para-Virtualization e Full-Virtualization
Xen Virtualization KVM + QEMU Virtualization
DYt T Dom 1 Dom 2 Guest 0S 1 Guest 0S 2
Guest OS Guest OS Guest 0OS

/_——\\,
Application

Hosted OS (Linux)

Modification Layer §| Modification Layer @ Modification Layer

Dom0 . . .
Virtual Machine Monitor (VMM)

7 1 7

Physical Hardware Physical Hardware

e w N >

48




* Virtualization techniques

Virtualized || Virtualized || Virtualized
Instance Instance Instance

Virtualization Layer

Abstraction Layer

Physical Hardware

S
[ mmmem
?

Virtual Virtual \iTa {TE]

Virtual Virtual Virtual
Machine Machine Machine

Virtual Virtual

Disk / File System || Disk / File System Network Network Network

Xen, KVM , VMWare LVM, NFS, FC, RAID 802.1Q, MPLS, GRE

X86, ARM, MIPS

SCSI, SAS , ATA , SATA

Packages routing and forwarding

CPU + Memory + 10 Device

Flash disk + Hard disk + Tape Network Card + Switch + Router

Server Virtualization Storage Virtualization Network Virtualization




James Smith and Ravi Nair, “Virtual Machines: Versatile
Platforms for Systems and Processors”.

Xen. http://www.xen.org/

Kernel-based Virtual Machine (KVM). http: //www.linux-
kvm.org/page/Main Page

From Wikipedia, the free encyclopedia

All resources of the materials and pictures were partially
retrieved from the Internet.


http://www.google.com/url?q=http://www.xen.org/&sa=D&sntz=1&usg=AFQjCNEP2twVzeDBCTB9Uk_lkC06TeuGpw
http://www.linux-kvm.org/page/Main_Page
http://www.linux-kvm.org/page/Main_Page
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